
A1 要聞

人工智能（AI）迅速發
展，為人類的生活帶來許多便

捷，但也可能被濫用，甚至淪為犯罪工具。去年有
大學生涉嫌使用AI科技，製作同學的不雅照片，事

件引起社會關注。立法會昨日討論 「打擊利用人工智
能科技製作不雅照片」 議題，有立法會議員認為，AI罪案日新月異，
政府應就人工智能監管，盡快制定立法時間表。

香港現行法例並無針對製作他人不雅照片的罪行，署理創新科技
及工業局局長張曼莉回應，為檢視法律是否能配合科技，包括人工智
能發展，律政司已開展跨部門工作，考慮應否以立法方式處理問題，
其中利用人工智能製作色情或不雅影像等行為，可被視為電腦網絡罪
行，法律改革委員會將在研究後諮詢公眾。

大公報記者 馮錫雄 柯慕蓉
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律政司展開跨部門檢視
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焦點新聞

偽冒股評人誘投資 警執法難

配音員促就聲音版權立法

英國首相抵京 逾50企業高層隨行
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外匯基金去年勁賺3310億元
創歷史新高
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2025年外匯基金各類資產投資回報

註：*不包括策略性資產組合的估值變動，#主要為外幣資產在扣除匯率
對沖部分後換算至港元所產生的估值變動，@數字反映2025年9
月底的估值

A3

債券

1422億元
香港股票*

339億元
其他股票

741億元
外匯#

384億元
其他投資@

424億元
投資收入

3310億元

▲張曼莉表示，為檢視現有法律是否
能配合AI發展，律政司已開展跨部門
小組工作，並會協調相關政策局考慮
應否立法。

A2相關新聞刊
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政府研立法規管
AI生成不雅照

去年，香港大學法律系一名男學
生涉嫌通過AI軟件，利用超過20名女
性的照片生成超過700張裸露色情圖
片，受害者包括大學同學、中學師長
等，事件經涉事男學生友人揭發，惟
港大收到受影響女生投訴後，認為未
有觸犯《香港大學條例》，僅向該男
學生發警告信及口頭懲戒。事件引起
社會關注，現行法例之下，沒有針對
用AI製作他人不雅照片的法例。

大公報記者瀏覽不同網站發現，
許多網站均存在大量AI生成色情、不
雅照片或影片，其中一個社交媒體討
論區，每日也有網民用AI生成性感女
郎的照片或短視頻，而且十分露骨。1
月22日，美國億萬富豪馬斯克旗下社
交平台X的AI聊天機械人Grok，被揭
發11天內生成300萬張女性及孩童不
雅照，歐盟委員會已對其開展調查。

實政圓桌立法會議員莊豪鋒昨日
在立法會上，向署理創新科技及工業
局局長張曼莉作出提問，關注早前港
大學生用AI製作不雅照片事件，質疑
香港現行法例，是否可以禁止有人利
用AI製作不雅照片。

電腦網絡罪行組 適時諮詢公眾
張曼莉回應，現行法例並無針對

製作他人不雅照片的罪行，然而無論
製作時是否使用AI技術，一旦牽涉發
布不雅照片或個人私隱，均受現有法
例規管。

她指出，未經同意發布或威脅會
發布私密影像，可能違反相關刑事罪
行，最高刑罰監禁五年；如利用電腦
犯罪，亦可用 「不誠實取用電腦」 罪
行處理。此外，非法或不公平收集個
人資料，或未經同意將資料用於新用
途受《私隱條例》規管；如在未獲當
事人同意的情況下披露個人資訊，導

致當事人或其家人蒙受傷害，可能構
成 「起底」 ，屬刑事罪行。

張曼莉表示，為檢視現有法律是
否能配合AI發展，律政司已開展跨部
門小組工作，並會協調相關政策局考
慮應否立法，或用其他方式處理相關
問題。香港法律改革委員會轄下的電
腦網絡罪行小組委員會亦將就AI製作
不雅影像等行為，適時諮詢公眾。

莊豪鋒議員質疑，AI罪案形式日
新月異， 「若然（法例）10年之後才
交出，又是另一個世界」 ，敦促政府
盡快建立時間表。張曼莉回應，相信
律政司將很快公布，並表示AI技術應
用場景多樣，難以一條法例應對所有
問題，政府將盡力平衡促進科技發展
與社會福祉。

去年逾1.5萬宗網絡安全事故
本港去年共錄得15877宗網絡安

全事故，按年上升兩成七，創新高。
香港網絡安全事故協調中心指出，釣
魚攻擊仍然是最主要的威脅，佔整體
網絡安全事故五成七，但隨着人工智
能普及應用，將對企業的網絡安全構
成重大挑戰，建議企業制定政策和指
引，規範人工智能的使用，並強化相
關技術保護措施。

韓韓 國國：：
20212021 年修訂年修訂《《性暴力犯罪性暴力犯罪
法法》，》，禁止製作及傳播深偽色禁止製作及傳播深偽色
情影像情影像。。20242024年年1010月月，，韓國韓國
通過通過《《性暴力犯罪法性暴力犯罪法》》修正修正
案案，，規定持有規定持有、、購入購入、、保存或保存或
收看深度偽造不雅影像的人士收看深度偽造不雅影像的人士
可被處可被處 33 年以下有期徒刑或年以下有期徒刑或
30003000萬韓圜的罰金萬韓圜的罰金。。編輯編輯、、
散布深度偽造不雅影像的人士散布深度偽造不雅影像的人士

最高可判處最高可判處77年有年有
期徒刑期徒刑。。

澳澳 洲洲：：
20252025年年99月表示月表示，，將制將制
定新法要求大型科技公定新法要求大型科技公
司負責防範科技工具被司負責防範科技工具被
用於製造深偽裸照用於製造深偽裸照，，或或
者在受害者未察覺下進者在受害者未察覺下進
行隱密的跟蹤偷窺行隱密的跟蹤偷窺。。

大公報整理大公報整理

各地針對深偽技術監管措施

英英 國國：：
20252025 年通過的年通過的《《數據法數據法

案案》，》，將創建或尋求創建未經將創建或尋求創建未經
同意的私密圖像定為刑事犯同意的私密圖像定為刑事犯
罪罪，，相關條款今年相關條款今年11月生效月生效。。

美美 國國：：
20252025年年55月頒布了一項聯邦月頒布了一項聯邦
法律法律，，將發布將發布 「「報復性私密影報復性私密影
像像」」定為聯邦犯罪定為聯邦犯罪，，無論其內無論其內
容是真實的還是由容是真實的還是由 AIAI 產生產生
的的。。該法案還要求受監管的社該法案還要求受監管的社
交媒體平台和其他相關運營商交媒體平台和其他相關運營商
在受害者提出請求後在受害者提出請求後4848小時小時
內刪除此類圖片和視頻內刪除此類圖片和視頻。。

AI詐騙

AI侵權

AI詐騙近年日趨普遍，有騙徒運
用AI技術假冒股評人，隨機拉攏散戶
加入WhatsApp群組，又聲稱可分享
賺錢秘訣。過程中，騙徒會偽造交易
平台的獲利交易紀錄，誘使受害人投
入更多資金，但受害人欲提取資金
時，客戶服務人員會用各種藉口拖延
付款，甚至要求受害人支付大額手續
費。有受害人最終無法取回任何資
金，損失過百萬元。

致富證券市務總監郭思治向《大
公報》表示，騙徒以AI技術冒充他的

事件經常發生，除了WhatsApp群組
也 有 YouTube 頻 道 ， 甚 至 會 在
YouTube賣廣告，亦有受害者曾誤信
這些 「AI股評人」 買入細價股後蒙受
損失。

郭思治：被騙徒冒充經常發生
郭思治指出，雖然已報警求助，

警方亦表示會跟進，但至今這些亂
象、騙局仍未能完全杜絕，網上仍不
時有運用AI技術假冒他的頻道出現。
郭思治認為，由於香港沒有肖像權，

加上這些 「AI假股評人」 的公司可能
在海外註冊，令警方執法時更加困
難。

除了假冒股評人外，AI假冒名
人的騙案也日漸增加。2024 年 2
月，一家英國跨國企業的香港分公
司，被騙徒以AI換臉和AI音頻合成
的視頻內容，冒充總公司的CFO，
聲稱總部正計劃一宗 「秘密交易」 ，
要求轉賬資金，最終被騙走多達2億
港元。

大公報記者 麥晉瑋

AI生成照片引起爭議之餘，AI惡
搞影片問題亦受關注。近日，一段以
AI生成粗口配音的《多啦A夢》惡搞
影片，在社交平台threads上傳播，影
片原內容源自TVB在11年前播出的粵
語版動畫，有人將當中多個卡通角色
的配音，以AI技術修改並加入大量不
雅對白和情節。

感到被冒犯和網絡欺凌
香港著名配音員、為動畫角色

「靜香」 配音的梁少霞日前在網上發
帖，形容看到短片後極度憤怒，指未
經配音員本人同意，將其聲音以AI改
為其他用途、惡搞大眾的童年回憶，
「極不尊重原版，極不尊重配音

員」 。她表示，將其聲音用AI改成粗

口，令她感受到被冒犯和網絡欺凌，
另外兩位被用於上述影片的配音員已
經離世，就算有不滿亦不能表達，她
呼籲大眾不要再瀏覽和傳播這種不尊
重聲音版權、不雅的影片。

香港著名配音員、為《美少女戰
士》月野兔角色配音的曾佩儀接受《大
公報》訪問表示，反對AI配音的使用，
認為AI配音侵犯配音員的權益，如用
於生成不雅用語，亦將影響配音員的
專業形象，認為政府應該促成聲音版
權在AI運用方面的規管立法。

香港配音從業員工會在本月九日
發表聲明，嚴禁在未經授權的情況
下，將配音員的聲音用於AI技術用
途，不排除依法追究此類行為的法律
責任。 大公報記者 柯慕蓉

外資掃貨 恒指見四年半新高A4


